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NEPP — ARM Processors and Context

State of the Art COTS
Processors
*Sub 32nm CMOS, FIinFETs, etc

eSamsung, Intel, AMD
*ARM, Intel, PowerPC, RISC-V

Graphics Processor Units
(GPUs)

eIntel, AMD, Nvidia
*Embedded GPUs

eEnabling data processing

Radiation Hardened
Processors

*HPSC

*BAE

eVorago (microcontrollers)

Best
Practices
and
Guidelines




and Space Administration Task Partnering
 Engagingin collaborative efforts:
— NSWC Crane
— Carl Szabo, Ed Wyrwas, Ted Wilcox, and Ken LaBel, GSFC
— Jeff George, Aerospace Corporation

— Larry Clark, ASU

— Heather Quinn, LANL, and other members of the Microprocessor
and FPGA Mitigation Working Group

— Sergeh Vartanian, Andrew Daniel, and Greg Allen, JPL

— Vorago Technologies — collaborating on hardware/plans
— Paolo Rech — GPU/Applications, UFRGS

— Intel —informally
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Focus Categories

e Architecture — to support evaluation and use of processor architectures throughout
NASA, including processor types and FPGA/Soft processors

— ARM-specific effort— Can we identify appropriate methods for ARM devices — identify
architecture-specific and implementation-specific issues?

e |mplementations— to support evaluation and use of primary form-factors

* Fabrication Facilities/Technology — to obtain information on fabrication facilities and
related technology (e.g. Samsung 7nm, 3D, etc.)

e Application/Use Case — to support ways of using devices for different NASA needs

* Develop data on specific devices/Methods for evaluation — support actual flight use,
and understand that in many cases the project will have to evaluate their own part
(but we can provide guidance)

Vian - s — TO have an D-T10-date TOO0 0 0 NAdE




wional reronaniice ADVA@Nced Processors - Commercial

and Space Administration - collaborative with NSWC Crane, others

14nm CMOS Processors (w/Navy Crane)

- Intel 14nm FinFET commercial —— ,
- Samsung 14nm LPP Snapdragon 820 Closing Out on processor side — see GPUs later today.

10nm CMOS Processors
- Samsung 10nm Snapdragon 835, 845 I —————————————————————————————

Radiation Testing

- Intel 10nm
Radiation Testing

7nm CMOS Processes
- Samsung 7nm (Qualcomm) Radiation Testing




ational Aeranautics Advanced Processors — ARM &
and Space Administration .
FI Ig ht/R H B D - collaborative with BAE Systems, HSPC, others

Compare soft-vs. hard-ip ARM
devices

- A5 Microcontroller SAMAS5D3
- A5 FPGA hard-IP

—

Radiation Testing

- A5 soft |P —

ARM Fault Tolerance

_ Dual R4 or R5 —

Additiona|V0ragO/CObham MO, M4, —

R5, etc.... Various
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Primary Goals

e We are workingto get a handle on the architectural implications of SEE on the ARM
platform

e ARM devices (even newer high performance cores) are implemented in many different
silicon environments
— Cell phone processors at 7nm, microcontroller devices at 100s of nm,

— Provides opportunities to directly compare process nodes, and to get data on the newest process
nodes

— Not all implementations easily explored (e.g. “custom” ARM cores in phones)

 We wouldlike to develop an approach that intelligently identifies what issues are inherent
to the architecture, and whatissues are primarily due to the fabrication
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* Anything that combines multiple functions to create a system

— Does not need to be a single device that is a system by itself — SOCs
may need support devices

e most microcontrollers
XTAL Flash  cell phone processors
modern commercial
processors

Power Buses
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e Modern SOCs can’t be considered stand-alone processors
— Support devices must be considered, especially buses

e ARM or ARM support devices are used in many modern SOCs

— Allows compare & contrast test approaches across similar-but-
different devices




:r?(tji%npﬂcAee,z\?jrr]rﬁl:\:isﬁation What do We
know about our SOCs?

Power Architecture®

e 45 nm we had things like oo
Freescale/NXP P2020 ENESER »

2x USB 2.0 P2010-Single Core Only
) o
BT veellvee| /> N
SPI, GPIO 1GE ||1GE ||1GE| —— )
Y
e We knew what peripherals we had R

on chip, capabilities, memor

] Gore Gomplex (CPU and L2 Cache) [ Basic Peripherals and Interconnect
I Accelerators and Memory Control ] Networking Elements
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Devices of Interest

* Cell phone processors — like
Snapdragon 820, 835, 845, 855 (7nm!) q

e Microchip/Atmel SAMAS5D3
— (ARM A5 devices)




e o ion ARM-Based Microcontrollers
w/Fault Tolerance

e Primarily focusing on similarities and differences from other ARM devices,
and getting actual ARM-architecture fault-tolerance data

e Devices like: TI TMS570 “Hercules” , NXP S32S / MPC57, ST Micro SPCS5,
Cypress “Traveo” are being produced for automotive applications.

— For Safety Applications
e Processing Cores (ARM-R series, PPC e200z0)
 Requirements for reliable operation -40 —+165 C
e Features included are delayed lockstep CPU, ECC on internal memories (end-
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e SOCs have their own ecosystems, though many buses are common
— AXI, AMBA, etc.

— Memory coherency, memory mapped peripherals common to most devices
— Multiple microprocessors and support devices

* Freescale utilizes corenet/coherency bus, standard peripherals, etc.
e ARM has a set of buses, memory controllers, etc.
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and space aaminisraion — FUNAamental SEE Approaches

e |deal:

— Obtain SEE data on individual structures
* By direct observation of N structures
* Inthe same operating conditions as normal use
e Utilizing debuggers or specialized test code

— Divide out (normalize) any observations to the number of targets
available

— Maximize targets being tested
 Non-ldeal:

— Run an operating system (OS) with a specified workload
e Count events — beware normalization
e Countcrashes...




National Aeronautics

and space aaminisraion — FUNAamental SEE Approaches

e |deal:

— Obtain SEE data on individual structures
* By direct observation of N structures
* Inthe same operating conditions as normal use
e Utilizing debuggers or specialized test code

— Divide out (normalize) any observations to the number of targets
available

— Maximize targets being tested
Also looking into ways to resolvetest issues, lack of
visibility, application of data, and limited documentation
- New approaches for low level data
- Hybrid methods to get “flight-like” information

(.
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Snapdragon Test Development/Methods

e Video playback test
e 3DMark benchmarking software

e Also porting some specific benchmark codes
— Don’t expect standard benchmarks to be of significant benefit

e Thisis an SOC, not a processor —need SOC benchmarks...
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Snapdragon 835

e Samsung 10 nm
— 8 Kyro 280 CPUs
— Adreno 540 GPU
— Hexagon DSP

e Using Intrinsyc’s
835 Mobile Hardware
Development Kit — Android only,
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Typical Datasheet

Snapdragon 835 processor

Snapdragon Qualcomm® Adreno™

e Snapdragon _ Adreno 540 JeualProcessing - o Eyan the details of what

Graphics Processing

gigabit-class L TE modem X16 LTE modem Unit (GPU) 60x More Display Colors®

g ‘ AR - chip capabilities are

Qualcomm Spectra™
Qualcomm® R P

H DSP o ISP 1
Hexagon" DSP m0enDSP - speciraizo M available on the eval

Tensorfiow and Hallide Support il Awurs Fast-Autofocus

CQualcomme o True to Life Colors
Aqgstic Audio Kryo 280 CPU

Qualcomm® Gaicam Qualcomm Qualcomm
Kryo™ 280 CPU IZat™ Location Haven Seourity Haven™ Security

Cur most power efficient : First to suppart full
architecture to date biometnc suite
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Snapdragon 835 Results

e SEFI behavior with a cross section of about 1x10%4 cm? for LETs
under 2 MeV-cm?/mg

* Independent of the test program used (video playback or
graphics benchmark program)

— All tests operated under the Android OS
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e Samsung 10 nm
— 8 Kyro 385 CPUs

— Adreno 630 GPU
— Hexagon DSP
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and Space Administration Proposed Testlng — FT/Mitlgatlon

e Crash cross section single core mode vs lockstep mode
e Bus fault protection during external memory SEFI

* Internal flash memory error modes

e Error / fault checking peripheral crash coverage

e Cortex R4 vs R5 vs R52 crash rate

\Vila
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SAMASD3
e A5-Based _— Cortéx
Microcontroller

Watchdog, POR, RTC

Backup Unit

e Xilinx UltraScale+

32 kB 1 Cache

32 kB D Cache
Security
MPSoC has dual-core
Secure BOOT
39-ch DMA AES, TDES, SHA, TRNG

A5s for comparison s

DDR2, LPDDR,
LPDDR2 Controller User Interface

— (And comparison to on-
chip quad-core A53)

TFT LCD Controller
SLC/ MLC NAND Control Graphics Accelerator

Flash Controller with 24-hit ECC

Camera Interface

Resistive Touchscreen
Controller
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Heterogenous Error Handling

e SEE performance of different subsystems T
does not need to be the same. ] TRCH

Chiplet Config. Manager Real Time Processing
e SOCs already utilize this — think L2 cache '/, e e
error correctionvs. L1 cacheerror o e e l Y
trapplpg.. - — Cm el | renr
e But this is a hardware capability vs. a ‘ “ | A | Couphed
software implementation problem. The -
hope s that as the industry develops, it
will become more common to have

systems and software that can support
subsystem isolation in the event of an

\ DOR3/4
Memory

NOR / NAND /SRAM  DDR3/4 Memory  EEPROM / MRAM Medium Speed Serial I/O High Speed
Memory Serial 1/O


https://ntrs.nasa.gov/archive/nasa/casi.ntrs.nasa.gov/20180007636.pdf
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Future

e Tests planned:
— Testing on Snapdragon 835, 845

— TI TMS570 — specifically to evaluate with and without fault mitigation
enabled

— ARM Cortex A5 device, for comparison across multiple fabrication
situations and soft/hard core IP
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Conclusions

e SOC/Complex Processor Efforts focusing on ARM architecture
e Using multiple hard- and soft-IP approaches

e Testingon Snapdragon 835 and 845, recently, has indicated

expected, but high, error rates. But ability to investigate is limited.

 Multi-angle approach allows isolation of architecture-specificand
fabrication-specific behavior.
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Figure 1 - Intel® Media Processor CE 3100 - Block Diagram
The Intel® Media Processor CE 3100 is a highly integrated system-on-a-chip that combines
a high-performance Intel® architecture processor core with leading-edge video decoding and
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New Processors are Here - SOCs!

e Lots of new and upcoming missions are using new devices (SOC
architectures)

— Cell phone processors/drone processors on Cubesats and Mars
Helicopter

— (seehttps://rotorcraft.arc.nasa.gov/Publications/files/Balaram_AIAA2018 0023.pdf)

— RAD5545 — quad core 64-bit PowerPC being considered for several
programs



https://rotorcraft.arc.nasa.gov/Publications/files/Balaram_AIAA2018_0023.pdf
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Anecdotes — Conspiracies?

e Apple A12 “bionic” processor has ¢ SOCs are actually

— 6 CPU cores multi-processor computers

— 4 GPU cores — Without NDA, a lot of

— 8 Neural Processor Cores functionality/capability is unknown
— This is just what we’re told about — With NDA, you aren’t likely to get

direct access to the 100s+ of
designers involved.

e Significant risk that seeing an SEE

e Typical older cell phone
processor with 4 cores actually
had 3 other processor cores
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Config, Config, Config

A Hardware Designer, a Software Engineer, and a Program
Manager walk into a review...

— Program Manager: Our system utilizes equipment with a low rate of
errors in our flight environment

— Hardware Designer: Our system utilizes equipment that can be
configured to have a low rate of errors
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e Processors have included error e Tag information can also be EDAC
detection and correction on L2 protected — but this has a risk
caches for over 20 years. — The tag information may be

e L1 caches have principally had corrected when read, but not
only parity protection. patee |

— EDAC on L1 has become available in a iSr?dne]Er:?tgeslya..r.e Kephiptzcicache

recent years
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Global Categories

e Permanent Failures
— Device is out of specification
— System cannot reliably boot

e Temporary Failures

— Crash — more later

— Bit or calculation errors
e Bad data may getinto the system somewhere
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Crashes

 Crash, Hang, Unhandled Exception, Error Mode, Trap in Trap,
Inverted Beer Mug, Runaway Loop, Mouse in Computer
(observed once on a test)
— Often not possible to identify what actually causes the event

— Always recovered by full power-cycle (turn the mug back over,
remove the mouse), and sometimes recovered by just hitting reset
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ana space aaministraion—— R@diation Failures for Test

 |na perfectworld, you test everything. In reality you have to pick things
and build detection.

— With limited info, you have to infer what you don’t measure directly...

— Try to understand sensitivity of enough basic structures and subsystems
e Testingbasic structures and subsystems

— SRAM-based targets — such as caches and some types of registers

— Flip-Flop-based targets — generally the other registers and execution unit
pipelines (if possible)

— Exception/Trap/Interrupt systems (especially catching unexpected events)

— Data flow through memory controllers, communications systems, etc.

e Testing com.pl.ex.devices with multiple subsystems and fault handlingis
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Testing ldeas Seen & Issues

e Test using code runningon the DUT ¢ Results depend on code robustness
— E.g. Benchmarks, FFTs, etc...

e Use hardwareverification tools e Poor time-structure
e Use a debugger to access registers e (Quasi-static
and cache

e Use a debugger to run custom code
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and space aaminisiraion ———— Stgndard Static Soak Test

e Test algorithms are generally based on repeated

sub-tests that may report on each loop iteration... Start
e Test algorithms should periodically report results Tore

to enable immediate detection of loss of T

operation. l

AL : ; Setup Transfer
Periodic reporting enables use of partial runs. Static Extra

Targets ' Data

Wait for
Period T

mmy Data
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e Unhandled targets
build upsets during
exposure.

| No Detection

e Periodic targets build
upsets during an

Mo Upset Buildup
CnntinuFus Targers

|
| .Il

f

Device Restart
Reset Algorithm
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Keys to Test Algorithms - Anomalies

— Itis common to want to explore test
anomalies because they may be “rare
SEEs”. Avoid this want as it leads to much
lost time.

— Rely on beam and event statistics. If it
doesn’t repeat, put a limit on it and move
on. If it does repeat, figure out what it is if
possible.

e If you can’t figure out what it is, that’s ok.
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General Trends

* Availability of documentation will get worse

 We are looking to engage commercial manufacturersto see if it is

possible to get enough info to assess radiation sensitivity without
compromising internal IP

 Multi-chip devices are already a problem, this will get worse. A lot
of today’s SOCs almost meet the definition of a hybrid or multi-chip
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Heterogenous Error Handling

e SEE performance of different subsystems T
does not need to be the same. ] TRCH

Chiplet Config. Manager Real Time Processing
e SOCs already utilize this — think L2 cache '/, e e
error protection vs. L1 cache error e l Y
trapplpg.. - — Cm el | renr
e But this is a hardware capability vs. a ‘ “ | A | Couphed
software implementation problem. The -
hope s that as the industry develops, it
will become more common to have

systems and software that can support
subsystem isolation in the event of an

\ DOR3/4
Memory

NOR / NAND /SRAM  DDR3/4 Memory  EEPROM / MRAM Medium Speed Serial I/O High Speed
Memory Serial 1/O


https://ntrs.nasa.gov/archive/nasa/casi.ntrs.nasa.gov/20180007636.pdf
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and Space Administration M O r-e Devi CeS/U Ses

e Efforts are underway to explore performance of SOCs with
GPUs - cell phone processors, nVidia TX1

 As well as with dedicated GPU chips, can errors in the GPUs be
contained? Can software& hardware handle the errors and

continue running?
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